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T7® Technology Roadmap
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Recent developments

Á Introduction of partition-specific gateways in HY1 2018

ÁRollout of T7 release 6.1 on 18 June 2018, including

Ásupport of standard orders via high-frequency sessions

Ásupport of short message layout for complex 

instruments as well as for standard orders

Á introduction of Book-or-Cancel (BOC) attribute for 

quotes

Áenhancements to Eurex EnLight

Á reduction of median request-response latency by 8 µs 

to 52 µs for partition specific gateways

Outlook

Launch of HPT file service in July 2018

Launch of White Rabbit time synch service in Q3 2018

Reduction of the number of Eurex low frequency  

gateways (4 instead of 6)

T7 Release 7.0 on 3 December 2018: 

ÁFurther optimization of partition-specific gateways 

outbound processing 

ÁSupport for passive liquidity protection for options

Launch of EOBI for all Eurex options in February 2019

Deutsche Börse is pursuing its Technology Roadmap to deliver innovative and superior trading 

technology.

For further details about T7 please visit our websites: 

www.eurexchange.com/t7 and www.xetra.com/xetra-en/technology/t7
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Processed transactions and response times
T7 request ïresponse round-trip times

ÅDeutsche Börse has 

continuously invested in its 

trading system and has been 

able to reduce the processing 

time of technical transactions 

significantly. 

Å Introduction of PS gateway for 

Eurex in Q1/2018 and Xetra in 

April 2018 reduced the median 

round-trip by 19 µs to below 60 

µs, while having an all time high 

of processed transactions. 

ÅRelease 6.1 further lowered the 

median latency for requests 

sent via PS gateways to below 

52 µs.
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Overview of T7

ÁT7 consists of partitions. Here, a partition is a failure 

domain in charge of matching, persisting and producing 

market data for a subset of products. Each T7 partition is 

distributed over two rooms in the Equinix data centre.

ÁThere are 10 Eurex T7 and 10 Xetra T7 partitions. 

ÁSeparate partitions are used for Vienna (XVIE), Dublin 

(XDUB) and EEX (XEEE) markets. 

ÁThe reference data contains the mapping of products to 

partition IDs. 

ÁWith the introduction of partition-specific (PS) gateways 

there is a one-to-one mapping of active PS gateways to 

partitions. The default active PS gateways are located on 

the same side as the active matching engines.

Á6* low-frequency (LF) gateways allow access to all Eurex 

partitions and the separate EEX partition.

Á4 low-frequency gateways are shared between all cash 

markets (XETR, XDUB, XVIE).

ÁNote that the active half of a partition and its partition-

specific gateway is either on side A (for even partitions) or 

on side B (for odd partitions).

ÁOnly in case of the failure of a matching engine or a 

market data publisher, the active half of the service will 

shift to the other room.

*Note: the number of Eurex LF gateways will be reduced to 4 in Q3 2018 
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Processing inside a partition

In case that during this phase several new orders/quotes transactions arrive at the core matching component the processing 

remains unchanged, i.e. no batching takes place. 

The generation of market data other than EOBI (by the market data publisher), listener broadcasts and trade confirmations (by 

the persistency server) are done on separate servers. Hence the order of the resulting messages from these servers is not 

deterministic. 

Orders/quotes entered for a specific product are sent by the gateway server to the 

respective matching engine (residing in a partition).

The matching priority is assigned when the orders/quotes are read into the 
matching engine.

The core matching component works as follows:
Áwhen an order/quote arrives, it is functionally processed (e.g. put in the book or 

matched).
Áhandover of data to the EOBI Market data publisher
Áhandover of all data resulting from the (atomic) processing of the incoming 

order/quote to the market data and persistency components in the partition.

Resulting responses and private broadcasts are sent out in the following order:
Ádirect response to the order/quote entered (for persistent as well as for non-

persistent orders and quotes)
Á fast execution information for booked orders/quotes (in case of a match)

T7 Partition

t_8

Core matching

Persistency layer:

Trade/Order Confirmation

Market data publisher

(EOBI)

Market data publisher

(EMDI)
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Middleware, network, hardware and OS overview

T7 uses state-of-the-art infrastructure components

Intel Xeon E5-2667 v3 CPUs (Haswell) on all servers hosting core services (Matching engines, un-netted market data publishers)

Intel Xeon Gold 6144 CPU (Skylake) for partition-specific gateways.

Intel Xeon E5-2690 CPUs (Sandy Bridge) or E5-2683 v4 (Broadwell) on non-performance critical servers.

The operating system used is Red Hat Linux 6.9 with real-time kernel on all core components.

T7 internal communication between its core components is based on Confinity Low Latency Messaging using an Infiniband 

network in order to deliver the required speed, capacity and stability requirements.

T7 network access

Deutsche Börse offers Trading Participants to connect via 10 GbE cross connects to its T7 platform in the Equinix data centre. 

The co-location 2.0 offering uses Cisco 3548x switches. All cables are normalized to give an overall maximum deviation between 

any two cross connects of less then +/- 1 m (+/- 5 ns).

Participant facing interface cards on the gateways and market data publishers use Solarflare EnterpriseOnload technology to 

bypass the kernel TCP stack.
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Partition-specific gateway
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Partition-specific gateway

Latency jitter on parallel inbound paths has incentivized multiplicity to reduce latency. This led to higher system load at busy 

times and thus created higher, less predictable latencies. The introduction of a single (low-latency) point of entry addresses these 

issues.

Increased predictability

Each partition has only one partition-specific (PS) gateway assigned to it. This gateway operates in first-in first-out (FIFO) mode. 

Thus the reception sequence of the PS gateway determines the sequence of matching* (based on the time-stamp of the first bit 

of the frame that completes a ETI message). 

Co-location 2.0 offers a highly deterministic, predictable and equal network access.

Reduced complexity

There is only one low latency entry point per partition. There is no need to probe multiple gateways to achieve best matching

priority. All partitions are accessible via the low-frequency gateways.

Reduced latency

The PS gateway is tuned for highest throughput and offers a lower base latency than the previous HF gateways. In fact, the 

median inbound latency from gateway receive time (t_3n) to matching engine in (t_5) has been reduced by 8 µs compared to HF 

gateways. Improvements introduced with release 6.1 on 18 June 2018 reduced the median inbound latency by another 2 µs and 

the outbound latency (t6 to t4) by 5 µs.
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Motivation

* Note that in high load situations there is a chance that messages sent via LF gateway may reach the matching engine earlier, 
details in this presentation



Partition-specific gateway

Å Eurex migrated to partition-specific gateways between 22 January 2018 and 6 March 2018. 

Å Xetra migrated to the PS gateway architecture in two steps between 9 April 2018 and 16 April 2018

Å Partition-specific gateways are the only low latency access to the Eurex and Xetra market on T7.

Å EEX, Xetra Vienna and Xetra Dublin will not adopt the PS gateway concept.
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Migration



Partition-specific gateway

The active partition-specific gateway resides on the same side as the active matching engine per default.

There is a network link between side A and B via the distribution layer switches with a one way latency of 50 µs. 

This guarantees that all partition-specific gateways are reachable via a single line in case of a failure.

Note that PS gateways are available only for Xetra and Eurex markets, whereas EEX, Xetra Vienna and Xetra Dublin offer access via 

low-frequency gateways only.

The network link to LF gateways is around 50 µs slower than the access to PS gateways via 10 Gbit lines.
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Topology
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Partition-specific gateway

The partition-specific gateway uses the same ETI protocol as the all ETI gateways (current low-frequency and previous high-

frequency).

It offers the same functionality as the high-frequency gateways, but only for a single partition. 

Session setup

All high-frequency sessions are eligible to connect to a partition-specific gateway. 

A session may only connect to a single gateway at any given point in time. 

There is a maximum number of sessions per Participant allowed to login to a single PS gateway at any given point in time. 

This limit is currently set to 80.

Connection

The connection process follows the three-step logon procedure, with a ConnectionGatewayRequest message to retrieve the 

assigned active and standby PS gateway from the connection gateway, followed by a Session Logon at the PS gateway. The 

initial Connection Gateway Request message has to contain the target partition ID.

You may send a Session Logon to the standby PS gateway to test network connectivity. Those logons will be rejected with the 

appropriate error code (refer to the respective ETI manual for details).
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Implementation



Partition-specific gateway

When a failure of a partition-specific gateway is detected, all sessions logged in via that gateway will be logged out and their

orders and quotes are deleted.

Subsequently the standby PS gateway will be activated and allow session logins. A connection request should be sent to the 

connection gateway. The response will indicate the active PS gateway and the session can then login to this PS gateway.

There will be an activation phase during which no order management via the activated PS gateway will be possible. This is set to

60 seconds to allow Participants some time to evaluate the situation and re-login.

After the activation phase an ETI ServiceAvailability broadcast will be sent to the connected sessions and order management 

service will be available.
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Failover
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Schematic partition-specific gateway failover



Throttle and session limits

In order to protect the trading system, T7 has several measures in place to ensure that its most vital components are 
not harmed by a malfunctioning client application. Therefore transaction limits are imposed on T7 sessions.

All ETI sessions (HF and LF) are available with throttle values of 150 messages/sec or 50 messages/sec.

Furthermore LF sessions that cannot enter orders/quotes but can only receive trade and listener broadcasts are available (at a 
reduced price).

All ETI session types have an assigned disconnect limit of

Á 450 for sessions with a throttle value of 150 messages/sec, i.e. a session will be disconnected in case of more than 450 
consecutive rejects due to exceeding the transaction limit (throttle).

Á 150 for sessions with a throttle value of 50 messages/sec, i.e. a session will be disconnected in case of more than 150 
consecutive rejects due to exceeding the transaction limit (throttle).

Please note that in case the disaster recover facility is used, all ETI sessions will have a throttle limit of 30 messages per second.

For both limits, all technical transactions are counted using a sliding window.

The number of ETI sessions which can be ordered is limited. Currently, up to 80 sessions can be ordered. If more than 80 
sessions are required please get in touch with your Technical Key Account Manager.

There will be a limit on maximum number of sessions per Participant and partition that can connect to a partition-specific gateway 
concurrently. This limit is currently configured to 80 sessions but subject to review.
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Network access

Co-location 2.0 is an improved 10GbE connectivity introduced in parallel to the existing 10GbE network (Co-location 1.0).

Reduced complexity

ÁFewer customer facing switches

ÁCustomers may reach any switch from any data-center room

ÁPassive components in customer rooms, i.e. cables and patch panels only

Increased predictability

ÁReduced latency variance

ÁHardware refresh of switches (Cisco Nexus 3548x)

ÁSwitches operate in cut-through mode, configured to use ñwarp modeò to minimize latency

ÁSwitches exhibit very low switch jitter within the precision of measurement devices (+/- 4 ns), both for ETI and market data 

ÁEquidistant cables with a tolerance of +/- 1m verified using an optical time-domain reflectometer (OTDR) and packet round-trip 

measurements

ÁOne way latency of 2 µs

Improved monitoring

ÁTapping and timestamping at network boundary and internally

Note: Co-location 1.0 will be decommissioned by 30 September 2018 (see Eurex Circular 013/18 and Xetra Circular 014/18)
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Overview Co-location 2.0



Network access

Á2 switches per gateway room per market (ódistribution layerô, only one market shown)

ÁCentrally located óaccess layerô switches (Eurex: 4 per side*, Xetra: 2 per side)

ÁCustomers can connect to any access layer switch from any of the 7 co-located rooms

ÁThere is a separate Market Data network with same layout

ÁThe network link between ETI side A and B distribution layer switches has a one way latency of ~50µs.
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Topology
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We are constantly measuring the latency profile of our co-location infrastructure using 
taps and aggregation switches that use hardware assisted timestamping on ingress port. 

Extra care has been taken to ensure the best time synchronization between these 
timestamping devices. We use a combination of white rabbit and pps achieving a time 
synch better than 5 ns.

The latency profiles between the three measurement points is shown below. Latency 
between access layer and distribution layer is identical for all access layer switches within 
the measurement precision. The spectrum is very tight with a standard deviation below 5 
ns.

Note that queues might occur in sharp bursts as all member cross connects are 
connected to access layer switches, which are connected to a single active distribution 
layer switch via a 10 Gbit line each. There are four access layer switches per side for 
Eurex and two for all cash markets XETR, XVIE, and XDUB. There is a single active 10 
Gbit line connecting each PS gateway to a distribution layer switch. There are no PS 
gateways for the XVIE and XDUB markets.

Network access

Access layer switch latency (t_3aô - t_3a)
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Latency profile

Access to distribution layer latency (t_3d -t_3aô)
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PS Gateway

Inbound message sequencing
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PS gateway architecture

Inbound sequencing inside the T7 system takes place 

Á on the network in front of the PS trading gateway,

Á in the matcher for messages from PS and LF gateways.

Á Note that LF gateways have a 80-90 µs higher median 

latency (t_5 ït_3a).

Inbound ordering is preserved

Áwithin all messages from one PS gateway

Ábetween the messages sent from each LF/PS gateway to 

one matching engine (=partition).
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T7 Latency
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Composition
The diagrams below compare the composition of latency for Eurex Futures transactions for T7 release 6.0 and 6.1. 

The full circle represents 100 µs.

The latency in the request and response path has dropped significantly.

Note the latency difference between order book updates sent on the public path via EOBI and the private response.

Median latencies Release 6.0 Median latencies Release 6.1


